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Abstract. Recent progress in the study of resonant inelastic X-ray scattering (RIXS) spectroscopy in d
and f electron systems is described. The main space is devoted to the theoretical investigations, some
typical experimental data and the comparison of calculated and experimental results, putting emphasis on
the underlying physical mechanisms. We confine ourselves mainly to the studies performed since 2000, and
discuss the following topics: (1) RIXS in high Tc cuprates, (2) f0 and d0 systems, (3) other transition metal
compounds, (4) RIXS by electric quadrupole excitation, and (5) magnetic circular dichroism in RIXS of
ferromagnetic systems. Some brief description is also given on the future prospect of the RIXS study.

PACS. 78.70.Ck X-ray scattering – 78.70.Dm X-ray absorption spectra – 78.70.En X-ray emission spectra
and fluorescence – 71.27.+a Strongly correlated electron systems; heavy fermions

1 Introduction

Resonant inelastic X-ray scattering (RIXS) is a powerful
probe of electronic excitations in condensed matter sys-
tems. In RIXS, a core electron is excited, by the incident
X-ray, near to the absorption threshold, and then the ex-
cited state decays by emitting an X-ray photon. There-
fore, RIXS is a second order optical process in contrast to
that X-ray photoemission spectroscopy (XPS) and X-ray
absorption spectroscopy (XAS) are first order optical pro-
cesses. The intensity of the signal in RIXS is much weaker
than XPS and XAS, because the efficiency of the X-ray
emission is quite low, so that high-brilliance X-ray sources
are required to obtain precise RIXS experimental data.
The recent development in the RIXS study owes to the
utilization of the third generation synchrotron radiation
as an extremely high-brilliance X-ray source [1–3].

Since RIXS includes the information of both X-ray ex-
citation and X-ray emission inherent in the second order
optical process, the information obtained from RIXS is
greater than that obtained from the first order optical
processes XPS and XAS. Furthermore, RIXS provides us
with bulk-sensitive and site-selective information, and the
technique of RIXS can be applied equally to metals and
insulators. RIXS can be performed in applied electric or
magnetic fields, as well as under high pressure, since it is
a photon-in and photon-out process [1–3].

Let us consider the RIXS process where an X-ray pho-
ton with energy Ω (wave vector k1) and polarization λ1

(polarization vector ek1λ1) is incident on a material and
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an X-ray photon with energy ω (wave vector k2) and po-
larization λ2 (polarization vector ek2λ2) is emitted due to
the electron-photon interaction in the material. The RIXS
spectrum is represented by the coherent second order op-
tical formula in the following form [4]:

F (Ω, ω) =
∑

j

∣∣∣∣∣
∑

i

〈j|T λ2
2 |i〉〈i|T λ1

1 |g〉
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j

, (1)

where |g〉, |i〉, and |j〉 are initial, intermediate, and final
states of the material system, Eg, Ei, and Ej are their
energies, Γi and Γj are the core hole lifetime broadenings
in the intermediate and final states, respectively, and T λ1

1

and T λ2
2 represent optical transition operators. In the soft

X-ray region, T λi

i (i = 1, 2) is given by the electric dipole
(ED) transition

T λi

i ∝ ekiλi · r, (2)

but in the hard X-ray region, the electric quadrupole (EQ)
transition

T λi

i ∝ i(ekiλi · r)(ki · r) (3)

plays sometimes an important role, in addition to the ED
transition.

RIXS is divided into two categories depending on the
electronic levels participating the transition of X-ray emis-
sion. In the first category, the transition occurs from the
valence state to the core state, and we have no core hole
left in the final state of RIXS. Typical examples are the 3d
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to 2p radiative decay of transition metal elements follow-
ing the 2p to 3d excitation by the incident X-ray (denoted
as 2p → 3d → 2p RIXS) and the 3d → 4f → 3d RIXS
in rare earth elements. In this case, the difference of the
incident and emitted X-ray energies (denoted as “Raman
shift” or sometimes as “energy loss”) corresponds to the
energy of electronic elementary excitations, such as the
crystal field level excitation, charge transfer excitation,
correlation gap excitation and so on1. Therefore, RIXS is
a powerful probe of measuring the elementary excitations.
Compared with the conventional (nonresonant) inelastic
X-ray scattering, RIXS has larger intensity and depends
on each intermediate state, which is convenient to iden-
tify the character of electronic excitations. Furthermore,
compared with the optical absorption spectroscopy, the
selection rule of detecting electronic excitations in RIXS
is different, so that RIXS and optical absorption give com-
plementary information on elementary excitations. For
example, the crystal field level excitation is forbidden in
optical absorption but allowed in RIXS. If the experimen-
tal resolution of RIXS is improved, electronic excitations
across the Kondo gap, superconducting gap and so on will
also be observed. In the hard X-ray region, the wavelength
of X-ray is comparable with the lattice spacing, so that
the momentum transfer in RIXS corresponds to the wave
number of the excitation mode, so that RIXS provides us
with important information on the spatial dispersion of
elemental excitations.

The second category of RIXS is the case where the
radiative decay occurs from a core state to another core
state, so that a core hole is left in the final state of RIXS.
Typical examples are the 3p to 1s radiative decay follow-
ing the 1s to 4p excitation in transition metal elements
and the 3d to 2p radiative decay following the 2p to 5d
excitation in rare earth elements. In general, the lifetime
of a shallow core hole is longer than that of a deeper one.
Further, the lifetime broadening of RIXS is determined by
the core hole in the final state, instead of the intermedi-
ate state (see Eq. (1)). Taking advantage of these facts,
we can detect by RIXS measurements a small signal of
core electron excitations which cannot be detected by the
conventional XAS measurements because of the large life-
time broadening of a deep core level. We can also obtain
by the RIXS measurements the information on the spin-
dependence of core electron excitation, which cannot be
obtained by the conventional XAS measurements.

The polarization-dependence in RIXS gives important
information on the symmetry of electronic states. For lin-
early polarized incident X-rays, two different polarization
geometries, polarized geometry and depolarized geometry,
are often used. In both geometries, as shown in Figure 1,
the angle of the incident and emitted X-ray directions is
fixed at 90◦, and the polarization of the emitted X-ray is
not detected (because the detection of the emitted X-ray
polarization is very difficult in the X-ray region). In the

1 If the initial and final electronic states are the same in the
resonant X-ray scattering process, the incident and emitted
X-ray energies are the same and this X-ray scattering process
is no more RIXS but resonant “elastic” X-ray scattering.

Incident X-ray

Emitted X-ray

Fig. 1. Polarized and depolarized geometries in RIXS.

polarized geometry, the incident X-ray polarization is per-
pendicular (y direction) to the scattering plane, while in
the depolarized geometry it is parallel (z direction) to the
scattering plane. Since the incident X-ray polarization is
parallel to the X-ray emission direction in the depolarized
geometry, the polarization of X-ray should necessarily be
different before and after the scattering. In the polarized
geometry, on the other hand, the polarization of the inci-
dent X-ray can be the same as that of the emitted X-ray.
Another important polarization-dependence in RIXS is
the magnetic circular dichroism in ferromagnetic samples.
The difference in RIXS for circular polarized incident X-
rays with plus and minus helicities gives important infor-
mation on the magnetic polarization of electronic states
in ferromagnetic materials.

Here we would like to mention a few words about
terminology. The term of resonant X-ray emission
spectroscopy (RXES) or resonant soft X-ray emission
spectroscopy (RSXES) is widely used in describing the res-
onant photon-in and photon-out processes. Strictly speak-
ing, RXES includes more processes than RIXS; the RIXS
spectroscopy is a part of RXES which disperses linearly
with the incident photon energy, i.e. the part with a con-
stant Raman shift. The term of RXES also includes the
resonant elastic X-ray scattering with zero energy loss
and “fluorescence” spectroscopy with a constant (or al-
most constant) X-ray emission energy. If the incident
X-ray energy is increased far above the excitation thresh-
old of a core electron, “fluorescence” spectrum is changed
into “ordinary fluorescence” spectrum with a strictly con-
stant X-ray emission energy. The spectral shape of the
ordinary fluorescence is quite independent of the inci-
dent photon energy. In this paper, we confine ourselves
mainly to the RIXS spectra of RXES. It is to be men-
tioned that the RIXS spectroscopy is also called “resonant
X-ray Raman spectroscopy” and the ordinary fluorescence
spectroscopy is often called “normal X-ray emission spec-
troscopy (NXES)”. The “fluorescence” spectra near the
threshold excitation is sometimes called “normal X-ray
emission-like (NXES-like) spectra”.

In the present paper, we report recent developments
in RIXS for d and f electron systems such as transition
metal compounds and rare earth compounds. More weight
is placed on the theoretical aspects of RIXS than the ex-
perimental ones, but lot of space is devoted to the compar-
ison of the theoretical and experimental results of RIXS
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spectra in various systems. We confine ourselves mainly
to the topics in RIXS performed since 2000, and describe
partly some studies before 2000 in subsections of “Back-
ground”. For more details on the developments in RIXS
before 2000, see the review article by Kotani and Shin [2].
For some aspects of recent RIXS studies, one can also refer
to short review articles by the present author [5–9].

The organization of the present paper is as follows:
in Section 2 we describe some models of electronic states
in RIXS calculations for d and f electron systems. Some
discussions on RIXS in high Tc cuprates and related ma-
terials are given in Section 3, those in f0 and d0 systems
in Section 4, those in some transition metal compounds
in Section 5, and effects of electric quadrupole excitation
are discussed in Section 6. In Section 7 we treat magnetic
circular dichroism (MCD) in RIXS for ferromagnetic sys-
tems. Section 8 is devoted to concluding remarks.

2 Models of electronic states in RIXS
calculations

In the RIXS calculations of d and f electron systems, the
single impurity Anderson model (SIAM) has been widely
used. Since 3d or 4f electrons in solids are considerably
localized spatially with strong correlation, we take into
account 3d (or 4f) electron states on a single transition
metal ion (or rare earth ion), which hybridize with con-
duction electron states (in the case of metallic systems)
or valence electron states (insulating systems) extended
spatially.

For instance, we consider SIAM describing a transition
metal oxide. We take into account a single transition metal
ion, whose core electron is excited in the RIXS process,
and all of the oxygen ions, whose 2p states construct the
valence band. The Hamiltonian is given by

H =
∑

Γ,σ

εdΓ a†
dΓσ adΓσ +

∑

µ

εpa
†
pµapµ

+
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†
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apµ2 . (4)

Here the first and second terms on the right hand side
represent the 3d states (with energy εdΓ ) and core states
(with p symmetry and with energy εp) of transition metal
ion, respectively, the third term is the oxygen 2p valence
band state with energy εΓk, and the fourth term stands
for the hybridization between 3d and valence band states,
where the index Γ represents the irreducible representa-
tion of the local point group symmetry around the transi-
tion metal ion, σ is the spin, and µ denotes the combined
indices of spin and orbital states. The energy εdΓ includes
the crystal field energy depending on Γ . It is to be noted
that the basis state of the oxygen 2p valence band is ap-
proximately taken to be (Γk) by an appropriate linear
combination of Bloch states [10], where k(= 1 ∼ N) is an
index representing the energy spread of the valence band
instead of the wave vector. The fifth and sixth terms are
the spherically averaged Coulomb interaction between 3d
electrons (Udd) and that between the 3d electron and a
core hole (−Udc), respectively, and the seventh and eighth
terms are multi-pole components of these Coulomb inter-
actions. The ninth and tenth terms are the spin-orbit in-
teractions of the 3d and core states, respectively.

The Hamiltonian is diagonalized, to obtain the eigen-
states |g〉, |i〉 and |j〉 and their energies Eg, Ei and Ej , tak-
ing into account the interatomic configuration interaction
with a sufficient number of configurations, 3dn, 3dn+1L,
3dn+2L2 ..., where L represents a hole in the oxygen 2p va-
lence band. The main parameters in this model are the hy-
bridization strength V (Γ ) (averaged over k), the Coulomb
interaction strengths Udd and Udc, and the charge transfer
energy defined by

∆ = E(3dn+1L) − E(3dn), (5)

where E(3dn) is the energy averaged over the multiplet
terms of the 3dn configuration.

In SIAM, we take into account the contribution of the
2p states on all oxygen ions. If we confine ourselves to
the contribution of the 2p states on those oxygen ions
which are located at the neighboring sites of the transi-
tion metal ion, SIAM reduces to the “cluster model”. The
cluster model is also used widely in the analysis of RIXS
in transition metal compounds. The Hamiltonean of the
cluster model is the same as equation (4), but the oxy-
gen 2p valence band states (Γ, k, σ) reduce to the oxygen
2p ligand states (Γ, σ), which are the localized molecular
orbital states specified by the irreducible representation Γ .
Therefore, the cluster model corresponds to SIAM in the
limit of vanishing energy width of the oxygen 2p valence
band.

In the SIAM and the above-mentioned cluster model,
we take into account only one transition metal ion, but
in some analysis of RIXS, it is necessary to take into ac-
count more transition metal sites. In such cases, the clus-
ter model is extended to “multi-site cluster model” which
includes multiple transition metal sites. If SIAM is ex-
tended to include all the transition metal sites, the result-
ing model is the so-called periodic Anderson model (or
p-d model), but it cannot be solved exactly. The multi-
site cluster model corresponds to a finite size version of
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the periodic Anderson model so that the exact diagonal-
ization can be made numerically. In most of multi-site
cluster models, the multipole components of the Coulomb
interaction are disregarded for simplicity.

In the case of rare earth compounds, for instance in
rare earth oxides, the SIAM and the cluster model men-
tioned above can be used simply by replacing the transi-
tion metal 3d states with the rare earth 4f states. In most
of rare earth systems, however, the crystal field splitting
is too small to play an important role in RIXS structure.
Furthermore, the anisotropy in hybridization between the
4f and valence band states can also be disregarded, so
that the point group around the rare earth ion reduces
to SO3. If the hybridization itself can be disregarded, as
actually the case except for some mixed valence materials,
the model reduces to “atomic model”.

3 RIXS in high Tc cuprates and related
materials

3.1 Background

We first describe briefly the study of RIXS in high Tc

cuprates before 2000 as a background of recent study.
The first theoretical calculation of RIXS for high Tc re-
lated cuprates was made by Tanaka and Kotani [11] for
Cu 2p → 3d → 2p RXES of La2CuO4 with SIAM. The
Cu ion in cuprates is nominally in the Cu2+ state, but
actually the Cu 3d9 configuration is strongly mixed with
the 3d10L configuration, where an electron is transferred
from oxygen 2p valence band to the Cu 3d state through
the p-d hybridization. As a result, we have the bonding,
nonbonding and antibonding states, which are depicted in
Figure 2. Furthermore, the bonding state splits into the
crystal field levels specified by the irreducible represen-
tations of the D4h point group, Γ = b1g, a1g, b2g and eg.
The ground state of SIAM is the lowest crystal field state
with b1g symmetry (namely, 3dx2−y2 symmetry by tak-
ing the two orthogonal Cu-O bond directions as x and y
axes). The electronic transition scheme in RIXS is shown
in Figure 2; by the incident X-ray the system is excited to
the intermediate state with 2p53d10 configuration, and by
emitting X-ray it is de-excited to the final states. If the
final state is the same as the ground state, we have the
resonant elastic X-ray scattering, while if the final state
is the excited states above the ground state, we have the
RIXS. Therefore, the RIXS spectrum reflects the crystal
field level excitation (denoted by d-d excitation) and the
excitations to the nonbonding and antibonding states (de-
noted by charge transfer (CT) excitation). An example of
the RIXS spectrum calculation by Tanaka and Kotani is
shown on the right hand side of Figure 2. Here, the RIXS
intensity is plotted as a function of the Raman shift (which
is defined by the difference of the incident and emitted
X-ray energies), where the polarizations of incident and
emitted X-rays are both taken in the x direction in the
CuO2 plane. It is to be noted that the Raman shift cor-
responds to the energy of the elementary excitations. The

Bonding state

Nonbonding state

Antibonding state

Crystal field state

5

0

(eV)
Fxx

RIXS Intensity

Fig. 2. Schematic transition diagram of the Cu 2p → 3d →
2p RIXS in cuprates and an example of the calculated RIXS
spectrum.

peak at the zero Raman shift is the elastic scattering peak,
the RIXS features below 2 eV are the d-d excitations, and
those around 6 eV are the CT excitations. Tanaka and
Kotani also showed that the RIXS spectra depend on the
polarization geometry of the incident and emitted X-rays,
which reflects the symmetry of the electronic states par-
ticipating the RIXS process.

A few years after this calculation, Duda [12] succeeded
in measuring these RIXS spectra for La2CuO4. Although
the experimental resolution is not good, the experimental
results were in agreement with the calculated ones within
the resolution [12,13,60]. These theoretical and experi-
mental studies demonstrated that RIXS is an important
tool to detect the d-d and CT excitations in transition
metal compounds, and that the polarization dependence
in RIXS can provide us with important information on the
symmetry of electronic states and electronic excitations.

After Duda’s experiments, the RIXS measurements
with higher resolution were made by Kuiper et al. [15]
for Sr2CuO2Cl2 in the d-d excitation range of the Cu
3p → 3d → 3p RIXS, instead of the Cu 2p → 3d → 2p
RIXS. Kuiper et al. analyzed the polarization dependence
of the observed RIXS spectra and discussed the d-d excita-
tion energies for four different irreducible representations.

Hill et al. [16] measured the Cu 1s → 4p → 1s RIXS
for Nd2CuO4. An example of the observed RIXS spec-
tra are shown in Figure 3, where the incident X-ray is π
polarized (perpendicular to the CuO2 plane) and its en-
ergy is changed in the region of two features of the Cu
1s XAS (denoted by features A and B whose energies are
around 8990 eV and 8983 eV, respectively). As seen from
Figure 3, Hill et al. observed a 6 eV RIXS peak which
is resonantly enhanced at the XAS feature A, but almost
no resonant enhancement at the feature B (as in the case
of the 8980 eV excitation). Theoretical analysis of this
RIXS was first made with SIAM [16]. It is shown that
the features A and B correspond to the antibonding and
bonding states between 1s4p3d9 and 1s4p3d10L configu-
rations in the intermediate state of RIXS (final state of
XAS) and the 6 eV peak corresponds to an antibonding
state between 3d9 and 3d10L configurations in the RIXS
final state. The calculated result of RIXS can well repro-
duce the experimental one for the incident X-ray energy
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Fig. 3. Experimental data of the Cu 1s → 4p → 1s RIXS of
Nd2CuO4 shown as a function of energy loss. Data are offset
vertically for clarity and the solid curves are guides to the eye.
From Hill et al. [16].

O

Cu

Cu d10

Zhang-Rice singlet

Fig. 4. Schematic illustration of intermediate and final states
of the Cu 1s → 4p → 1s RIXS of cuplates with the Cu5O16

cluster model.

around the feature A, but for that around B the calculated
result also shows a resonant enhancement of the 6 eV in-
tensity in disagreement with the experimental one.

In order to remove this disagreement, it is necessary to
extend the model from SIAM to a model including mul-
tiple Cu sites, such as a multi-Cu-site cluster model. The
calculation of RIXS with a Cu5O16 cluster model was
done by Idé and Kotani [17]. In Figure 4, we show the
Cu5O16 cluster. In the ground state, each CuO4 plaque-
tte includes one hole, whose spin orders antiferromagnet-
ically with down spin (↓) on the central plaquette and up
spin (↑) on the neighboring plaquettes. In the intermedi-
ate state, where a Cu 1s electron on the central Cu site is

Fig. 5. Experimental RIXS spectra for CuO, La2CuO4 and
La1.85Sr0.15CuO4 (upper panel) and calculated ones (lower
panel) with a 0.05 eV Lorentzian broadening (solid curves)
and after a 0.8 eV Gaussian broadening (dashed curves). From
Ghiringhelli et al. [19].

excited to the lower energy feature B, an electron is trans-
ferred from the neighboring plaquette to the central one
to screen the core hole potential. As a result, we have two
holes with singlet coupling (denoted by Zhang-Rice singlet
state) in the neighboring plaquette, as shown in Figure 4.
Then in the final state of RIXS, we also have the state
with Cu d10 state (with no hole) on the central plaquette
and a Zhang-Rice singlet state on the neighboring plaque-
tte. This final state is almost orthogonal with the 6 eV
antibonding final state, so that the intensity of the 6 eV
peak is strongly suppressed, in agreement with the exper-
iment. The final state in Figure 4 (a pair excitation of
Cu d10 and Zhang-Rice singlet states) is the low-lying CT
excitation state across the correlation gap, and Idé and
Kotani [17]. predicted theoretically that this final state
would cause a RIXS peak around 2 eV. Unfortunately, in
the experiments shown in Figure 3 the 2 eV feature cannot
be observed due to the overlap with the high-energy tail
of the strong elastic scattering peak. More recent studies
on the experimental observation of this type of excitation
and its momentum dependence will be discussed in the
next subsection.

3.2 More recent study

Very recently Ghiringhelli et al. [19] measured the Cu 2p-
3d-2p RIXS for various cuprates: insulating compounds
CuO, La2CuO4, Sr2CuO2Cl2, and optimally doped
superconductors La1.85Sr0.15CuO4, Bi2Sr2CaCu2O8+δ,
Nd1.85Ce0.15CuO4. The resolution is 0.8 eV. Figure 5 is
an example of the results, where the experimental data
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for CuO, La2CuO4 (polycrystals) and La1.85Sr0.15CuO4

(single crystal) are shown in the upper panel, and the cal-
culated results with a simple crystal field model (point
charge model) are shown in the lower panel. The incident
X-ray is of 10◦ grazing incidence with the polarization
perpendicular to the scattering plane, while the scattering
angle is 70◦. Here the d-d excitation in RIXS is the central
issue, and the calculated results after a 0.05 eV Lorentzian
broadening are shown with the solid curves and those after
a 0.8 eV Gaussian broadening are with the dashed curves.
It is seen that the RIXS energy of the d-d excitation of
La2CuO4 is, after 0.8 eV broadening, almost unchanged
by doping, and somewhat smaller than that of CuO, in
agreement with experiments. For instance, the d-d excita-
tion energies referred to the b1g state for La2−xSrxCuO4

are 0.41 eV (for a1g), 1.38 eV (b2g) and 1.51 eV (eg), and
the solid curve in Figure 5 represents these states and their
spin flip sates with the flipping energy 0.2 eV. They also
measured the polarization dependence (incident polariza-
tions perpendicular and parallel to the scattering plane for
both grazing and normal incidence) of the RIXS spectra
due to the d-d excitation and showed that the polariza-
tion dependence is well reproduced by their crystal field
model. Here it is to be remarked that there are two origins
which determine the d-d excitation energy: the static crys-
tal field effect and the anisotropic hybridization between
Cu 3d and O 2p states. For most of transition metal com-
pounds including cuprates, the effect of the anisotropic
hybridization is considered to be more important than the
static crystal field. Therefore, more careful studies will be
necessary to fully understand the d-d excitation mecha-
nism. In any case, the polarization dependence (selection
rule) of the d-d excitations in RIXS requires only the sym-
metry argument, which is the same for both crystal field
and hybridization mechanisms.

The study of the Cu 1s → 4p → 1s RIXS has made a
remarkable development on the spatial dispersion of the
CT excitations. As shown in Figure 4, the final state of
RIXS (lower energy excitation than the antibonding CT
excitation) includes the d10 state (on the central core-
excited site) and the Zhang-Rice singlet state (in the
neighboring CuO4 plaquette).

In larger clusters or an infinite system, the d10 state
and the Zhang-Rice singlet state have a spatial dispersion
due to the translational motion of these elementary exci-
tations to form the upper Hubbard band (UHB) and the
Zhang-Rice singlet band (ZRB), respectively. Therefore,
the RIXS measurements can detect the electron-hole pair
excitation, i.e., the electronic excitation from the occu-
pied ZRB to the empty UHB across the correlation gap
(denoted hereafter by UHB-ZRB pair excitation). Further-
more, by measuring the dependence of RIXS spectra on
the momentum transfer q, one can obtain the dispersion
of this UHB-ZRB pair excitation. In Figure 6, we show
a typical example of experimental results for the q de-
pendent RIXS spectra in Ca2CuO2Cl2 observed by Hasan
et al. [20] In this figure, the RIXS peak around 5.8 eV
is due to the antibonding state excitation, which is well
localized with almost no energy dispersion, and those on

Fig. 6. Experimental results of the q dependent Cu 1s →
4p → 1s RIXS spectra for Ca2CuO2Cl2, where q is in the
〈110〉 direction (A) and 〈100〉 direction (B). Incident photon
energy is 8.996 KeV. From Hasan et al. [20].

the lower energy side (indicated by the vertical bars) are
UHB-ZRB pair excitations. The dispersion of the UHB-
ZRB pair excitation is anisotropic: in the 〈110〉 direction
the excitation energy increases from 2.5 eV at (kx, ky) =
(0, 0) to 3.8 eV at (π, π), while in the 〈100〉 direction it
changes from 2.5 eV at (0, 0) to 3.0 eV at (π, 0).

Theoretical calculations of these energy dispersions
were made by exact diagonalization method with a 4 ×
4 site cluster model described by a single band Hubbard
Hamiltonian (instead of the periodic Anderson Hamilto-
nian) taking into account the first, second and third near-
est neighbor hoppings. The calculated results are in good
agreement with the experimental ones. It is to be men-
tioned that the single band Hubbard model does not in-
clude the O 2p states, so that the calculated RIXS spec-
tra are due to a pair excitation of an UHB electron and a
lower Hubbard band (LHB) hole. We should regard that
the calculated LHB states represent effectively the ZRB
states in the case of the periodic Anderson model. It is also
to be mentioned that energy dispersion of ZRB of various
cuprates has been measured extensively by angle resolved
photoemission (ARPES) experiments and the results have
been analyzed theoretically, but what is measured in RIXS
is not the single particle (a hole in ZRB) excitation spec-
trum but the UHB-ZRB pair excitation spectrum. The
pair is not necessarily a free pair but in general a coupled
pair, which can form an exciton-like bound state [21]. In
this point, RIXS provides more information than ARPES,
in addition to the advantage that RIXS is a more bulk sen-
sitive probe than ARPES.

Hasan et al. [22] also measured the momentum-
resolved Cu 1s → 4p → 1s RIXS spectra in one-
dimensional cuprate systems SrCuO2 and Sr2CuO3, where
the CuO4 plaquettes are connected as a one-dimensional
chain with sharing the corners of plaquettes. The observed
momentum dependence of the UHB-ZRB pair was found
to be more dispersive than that of the two-dimensional
cuprate Ca2CuO2Cl2. This result is very interesting be-
cause the trend is quite opposite to that in a simple
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energy band picture of uncorrelated electron systems;
within a one-body energy band model the dispersion of
one-dimensional energy band is smaller than that of two-
dimension energy band due to the smaller number of
neighboring atoms, if the hopping integrals are the same
(actually the Cu 3d-O 2p hopping strength should be
very similar for SrCuO2, Sr2CuO3 and Ca2CuO2Cl2).
In strongly correlated cuprates, on the other hand, the
hopping of charge carriers (an electron in UHB and a
hole in ZRB) is more difficult in two-dimensional lattice
with antiferromagnetic 1/2 spin arrangement than in one-
dimensional one, because the hopping of the charge car-
rier induces the change of the spin arrangement around
the carrier in the two-dimensional lattice, but this is not
the case in the one-dimensional lattice due to the sepa-
ration of spin and charge degrees of freedom. Theoreti-
cal calculations of RIXS spectra in one-dimensional and
two-dimensional insulating cuprates have been made by
Tsutsui et al. [23,24] using the exact diagonalization tech-
nique for extended Hubbard model, and the results are
consistent with the experimental ones by Hasan et al.
It is considered that a photo-created hole in the one-
dimensional Zhang-Rice singlet band cannot exist as a
quasiparticle but changes into two collective excitations, a
spinon and a holon, as discussed by Kim et al. [25] On the
other hand, Nomura and Igarashi [26] calculated recently
the momentum dependence of RIXS spectra of quasi-one-
dimensional cuprates by quite a different approach, where
the antiferromagnetic ground state is described weithin
the Hartree-Fock theory and the CT excitation is calcu-
lated within the random phase approximation.

Further measurements of the momentum-resolved
Cu 1s → 4p → 1s RIXS spectra and their in-
terpretations have been made by Kim et al. [27–29]
for two-dimensional cuprate La2CuO4, one-dimensional
corner-sharing cuprate SrCuO2, and one-dimensional
edge-sharing cuprate Li2CuO2. The result for La2CuO4

exhibits some features which have not been observed in
Ca2CuO2Cl2 by Hasan et al. [20]. Kim et al. [27] observed
for La2CuO4 two highly dispersive CT excitations, in ad-
dition to the antibonding excitation at about 7.3 eV. The
low-energy mode has a gap of 2.2 eV and band width of
1.0 eV, and shows a strong q-dependent intensity varia-
tion, while the second peak shows a smaller dispersion of
about 0.5 eV with a zone-center energy of about 3.9 eV.
The former corresponds to the UHB-ZRB pair excitation
(forming an exciton-like state), while the latter might be
another UHB-ZRB pair with different symmetry or an-
other exciton-like mode. Kim et al. [30] also made sim-
ilar RIXS measurements for hole-doped La2−xSrxCuO4

with x = 0.05 and 0.17. The result for x = 0.05 sam-
ple is similar to the undoped La2CuO4 (x = 0), but for
the sample with x = 0.17 they observed the appearance
of a continuum of intensity below 2 eV and the spectral
weight transfer from the lowest-lying CT excitation of the
x = 0 sample to the continuum intensity below the gap.
The gap-filling continuum excitation is considered to arise
from the incoherent particle-hole pairs creation near the
Fermi surface. In contrast to this, the second peak and the

highest antibonding excitation are not very much affected
by doping except for some change of the excitation energy.

In this connection, Kim et al. [31] have made sys-
tematic measurements of the antibonding excitation en-
ergy for a wide variety of cuprate compounds, including
doped and undoped La2CuO4. They observed for about
10 different cuprate compounds a systematic trend that
the excitation energy increases with the decrease in the
Cu-O bond length d. For instance, the excitation energy
is about 5.7 eV for Nd2CuO4 with d = 1.97 Å, about
7.3 eV for La2CuO4 with d = 1.90 Å, and about 7.7 eV
for La1.83Sr0.17CuO4 with d = 1.88 Å. This trend is rea-
sonable from a simple picture shown in Figure 2, because
the decrease in d causes the increase of the Cu 3d-O 2p
hybridization strength, resulting in the increase in the en-
ergy separation of the antibonding and bonding states.
At the same time, they observed some features showing
a deviation from the simple picture; The observed excita-
tion energy is proportional to d−8, while the simple pic-
ture and a simple relation [32] between the hybridization
strength and d predicts that it is proportional to d−3.5.
Furthermore, the observed excitation energy shows some
momentum dependence, which increases significantly with
the decrease of d, indicating that the antibonding-bonding
excitation is not necessarily well localized but has some
energy dispersion due to the effect of the translational
symmetry.

Recently, the study of RIXS for cuprates are extended
from that on the Cu site to that on the O site [33–36].
The experimental results of the O site derived RIXS have
mainly been interpreted based on the partial O 2p density
of states obtained by energy band calculations [37]. Duda
et al. [33] first pointed out that in their O 1s → 2p → 1s
RIXS spectra, which were observed for CuGeO3, the d-d
excitation signal was recognized similarly to that in the
RIXS at the Cu p edge. Okada and Kotani [34,35] have
shown by their theoretical calculations that even in the
RIXS by the O site excitation (O 1s → 2p → 1s RIXS)
the many body effects, such as the Cu d-d excitation, the
CT excitation and the UHB-ZRB pair excitation, should
be reflected in RIXS, because of the strong hybridization
between Cu 3d and O 2p states.

In Figure 7 the calculated result for the O 1s → 2p →
1s RIXS with Cu4O13 cluster model (corresponding to an
undoped cuprate) is shown, where the incident X-ray en-
ergy is tuned at the peak position of XAS [35]. In this cal-
culation two different polarization geometries, polarized
and depolarized geometries, with the incident X-ray nor-
mal to the CuO2 plane is taken into account. It is shown
that the 6 eV antibonding CT excitation and the UHB-
ZRB pair excitation, as well as the d-d excitation (indi-
cated as “dd(xy) and dd(xz)”) and a spin flip excitation,
can be clearly seen, in addition to the most prominent
RIXS peak which corresponds to the nonbonding CT ex-
citation. The CT excitation and the UHB-ZRB pair exci-
tation depend on the polarization direction of the incident
X-ray because of the symmetry selection rule. Experimen-
tal observation corresponding to this calculation has also
been made by Harada et al. [35] for Sr2CuO2Cl2 with
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Fig. 7. Calculated results of the O 1s → 2p → 1s RIXS with
a Cu4O13 cluster model. In the inset, the intensity is enlarged
10 times. From Harada et al. [35].

Fig. 8. Experimental results of the O 1s → 2p → 1s RIXS for
Sr2CuO2Cl2. From Harada et al. [35].

almost the same geometry, and the result is shown in Fig-
ure 8. The experimental result is in satisfactory agreement
with the calculated one.

Here we would like to mention the difference in the
UHB-ZRB pair excitation mechanism in RIXS with the
Cu site excitation (Cu 1s → 4p → 1s RIXS) and that
with the O site excitation (O 1s → 2p → 1s RIXS). In
the former RIXS, the UHB-ZRB pair excitation is formed
in the intermediate and final states as seen in Figure 4. In
the latter RIXS, on the other hand, the UHB-ZRB pair
excitation is not formed in the intermediate state and oc-
curs only in the final state of RIXS. In Figure 9, we show
schematically the process of the UHB-ZRB pair excita-
tion [34]. In the ground state (top panel), we have a hole
(hybridized Cu 3d and O 2p hole with b1g symmetry) in
each CuO4 plaquette (this hybridized state is written sym-
bolically as “b1g” state), and their spin is ordered antifer-
romagnetically (“b1g” ↑ and “b1g” ↓ states in the right and
left hand plaquettes in Fig. 9). We assume, as shown in the
figure, that an O 1s electron with ↑ spin on the central O
site is excited to the O 2px ↑ state by the x-polarized inci-
dent X-ray. Then in the intermediate state (middle panel),
we have an O 1s ↑ hole, an O 2px ↑ electron and a “b1g” ↓
hole. In the X-ray emission process, an O 2px or 2py or 2pz

y

x

Fig. 9. Illustration of the O 1s → 2p → 1s RIXS process. With
x polarized incident and emitted X-rays, the Z-R singlet state
is formed in the right hand side CuO4 plaquette (see the left
hand side of the lowest panel.) From Okada and Kotani [34].

electron with ↑ spin on the central O site can recombine
with the O 1s ↑ hole, and we have various final states de-
pending on the emitted X-ray polarization. If the emitted
polarization is in the x direction, for example, one of the
typical final states is that shown on the left hand side of
the bottom panel, where we have two holes with “b1g” ↑
and “b1g” ↓ states bound on the right hand plaquette and
no hole on the left hand plaquette. This is nothing but
the UHB-ZRB pair excitation. If the emitted polarization
is in the y direction, however, the UHB-ZRB pair final
state is forbidden, but two holes with “b2g” ↑ and “b1g” ↓
states bound on the right hand plaquette can be formed.
In this way, the final states of RIXS strongly depend on
incident and emitted X-ray polarizations. It can also be
seen, as another example of the selection rule, that the
elastic scattering where the final state is the same as the
ground state is allowed for x polarized incident and x po-
larized emitted X-rays, but is forbidden for the x polarized
incident and y polarized emitted X-rays.

4 f0 and d0 systems

In La compounds, the 4f level is unoccupied because it
is located well above the Fermi level, so that they are
called the 4f0 system. On the other hand, the mixed va-
lence Ce compounds such as CeO2 are called “nominally
4f0 system”, but actually the 4f0 and 4f1L configura-
tions are strongly mixed in the ground state, forming the
bonding, nonbonding and antibonding states. The situa-
tion is similar to that in Figure 2, if we replace the Cu 3d9

and 3d10L configurations by the Ce 4f0 and 4f1L config-
urations, respectively, although the crystal level splitting
is too small to be observed by RIXS experiments. The
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intermediate states of the Ce 3d → 4f → 3d RIXS of
CeO2 are also the mixed states (bonding and antibonding
states) of the 3d94f1 and 3d94f2L configurations with the
energy separation of about 6 eV.

Transition metal compounds, such as ScF3, TiO2,
V2O5, are the nominally 3d0 systems. For instance for
TiO2, the initial and final states of RIXS are mixed states
of the Ti 3d0 and 3d1L configurations, and the interme-
diate states are mixed states of Ti 2p53d1 and 2p53d2L
configurations, so that the situation is similar to that in
the Ce 3d → 4f → 3d RIXS of CeO2 by replacing the
Ce 3d and 4f states with the Ti 2p and 3d states, respec-
tively. Quantitatively, however, the hybridization strength
between Ti 3d and O 2p states in TiO2 is much larger than
that between Ce 4f and O 2p states in CeO2, so that the
energy separation of the antibonding and bonding states
in both intermediate and final states of RIXS in TiO2

is about 14 eV, which is much larger than that in CeO2

(about 6 eV in the intermediate state and about 7 eV in
the final state).

4.1 Background

The first experimental measurement of the Ce 3d → 4f →
3d RIXS of CeO2 was made by Butorin et al. [40], and
the results were analysed by SIAM. The measurements
were done only in the polarized geometry, and RIXS spec-
tra exhibit double-peak structure: For the incident energy
resonating with the lower energy peak of XAS (bonding
intermediate state between 3d94f1 and 3d94f2L config-
urations) the RIXS spectrum has two peaks of bonding
and nonbonding final states with the energy separation of
about 5 eV and for the incident energy at the higher XAS
peak (antibonding intermediate state) the RIXS spectrum
has two peaks of bonding and antibonding final stats (sep-
arated by about 7 eV), where the bonding final state cor-
responds to the elastic line.

For TiO2, Jiménez-Mier et al. [41] measured the Ti
2p → 3d → 2p RIXS only in the depolarizred geometry.
For details see the original paper and the review article [2].
Before 2000, the drastic polarization dependence in f0 and
d0 systems was not recognized, so that the RIXS for CeO2

by Butorin et al. was measured only in the polarized ge-
ometry, and that for TiO2 by Jiménez-Mier et al. was only
in the depolarized geometry.

4.2 Drastic polarization dependence in TiO2

The polarization dependence in the Ti 2p → 3d → 2p
RIXS of TiO2 was calculated by Matsubara et al. [42] and
measured by Harada et al. [43]. The calculation of RIXS
spectra is made with the TiO6 cluster model with Oh sym-
metry [42]. The results are shown in Figure 10, where the
Ti 2p → 3d XAS and 2p → 3d → 2p RIXS are shown
in Figures 10a and 10b, respectively. The incident photon
energy in RIXS is taken at the positions a-h, in the XAS
spectrum. The spectral structure is divided into three cat-
egories: (1) elastic line at 0 eV, (2) inelastic spectra at 7
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Fig. 10. Calculated results of (a) Ti 2p XAS and (b) Ti
2p → 3d → 2p RIXS of TiO2 with TiO6 cluster model. From
Matsubara et al. [42].

and 9 eV, and (3) inelastic line at 14 eV. The mecha-
nism of these spectra can be explained by the energy level
scheme shown in Figure 11. The ground state of TiO2 is
the bonding state between the 3d0 and 3d1L configura-
tions, and the antibonding state is located about 14 eV
above the ground state. Both bonding and antibonding
states are specified by irreducible representation A1g of
the Oh symmetry group. In addition to these states, there
are nonbonding 3d1L states with T1g, T2g, Eg · · · symme-
tries about 7 ∼ 9 eV above the ground state. When a Ti
2p electron is excited to the 3d state by the incident pho-
ton, we have 2p53d1 and 2p53d2L configurations which
are mixed strongly by the covalency hybridization. The
main peak of the Ti 2p XAS corresponds to the bond-
ing state between the 2p53d1 and 2p53d2L configurations,
while the satellite corresponds to the antibonding state
between them. The intensity of the satellite is very weak
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Fig. 11. Schematic representation of the Ti 2p → 3d → 2p
RIXS transition of TiO2.

because of the phase cancellation between the wave func-
tions of the ground and photo-excited states [44]. Also,
the X-ray absorption is almost forbidden to the nonbon-
bonding 2p53d2L states.

In Figure 11, we disregard the effects of the spin-orbit
splitting of the 2p states and the crystal field splitting of
the 3d states, for simplicity. If we take into account these
effects, the main peak (and also the satellite) splits into
four peaks.

The resonantly excited intermediate states, which cor-
respond to the main peak and the satellite of the XAS,
decay radiatively to each final state of RIXS, i.e., the
bonding, nonbonding, and antibonding states. The cate-
gories (1), (2), and (3) of the calculated spectra correspond
to the bonding, nonbonding, and antibonding final states,
respectively. The spectrum (2) has two peaks, which cor-
respond to the crystal field splitting of the nonbonding
3d1L configuration (3d1(t2g)L and 3d1(eg)L). The spec-
trum (3) occurs for the incident photon energy tuned to
the satellite of the XAS spectrum. This is because the
XAS satellite corresponds to the antibonding intermedi-
ate state of RIXS, so that the intensity of the antibond-
ing final state is dramatically enhanced. The spectra (1)
and (3) are allowed only for the polarized geometry, while
the spectrum (2) is allowed for both polarized and depo-
larized geometries.

The mechanism of the polarization dependence of the
RIXS spectra is as follows: Here we neglect spin-orbit in-
teraction for simplicity although it is included in the cal-
culation in Figure 10. Since the ground state symmetry
of TiO2 is A1g and the electric dipole transition opera-
tor (both for X-ray absorption and emission processes) is
represented by T1u, the irreducible representations in the
final state is given by reducing the product representa-
tion A1g ⊗ T1u ⊗ T1u. In order to obtain the selection rule
for the polarized and depolarized geometries, we take the
scattering plane as the zx plane and the component of
the dipole excitation operator as T1u(y) for the polarized
geometry and as T1u(z) for the depolarized geometry, as
shown in Figure 1. Then, the irreducible representations

allowed in the final state of RIXS are given by
∑

γ=x,y

A1g ⊗ T1u(y) ⊗ T1u(γ) = A1g, Eg, T1g, T2g,

(polarized) (6)

∑

γ=x,y

A1g ⊗ T1u(z) ⊗ T1u(γ) = T1g, T2g

(depolarized). (7)

Therefore, the elastic peak (bonding state) and the 14 eV
inelastic peak (antibonding state) are allowed for the po-
larized geometry, but they are forbidden for the depolar-
ized geometry. The nonbonding states are allowed both
for the polarized and depolarized geometries.

Experimental results of RIXS for TiO2 is shown in
Figure 12. The three categories of RIXS spectra (1) ∼ (3)
are clearly seen, in addition to the spectra indicated by
vertical bars, which are absent in the calculated results
(Fig. 10). The elastic scattering peak at 0 eV (category 1)
and the inelastic one at 14 eV (category 3) are allowed
only for the polarized geometry, and the intensity of the
14 eV peak is dramatically enhanced when the incident
photon energy is tuned to the satellite of the XAS spec-
trum. Near the middle of the elastic (0 eV) and inelas-
tic (14 eV) scattering peaks, there are inelastic scattering
spectra (category 2) which are allowed both for the po-
larized and depolarized geometries. These results are in
good agreement with the calculated ones. The spectral
width of (2) is much larger than that of the calculated
result, and this broadening comes mainly from the energy
band width of the O 2p states, which is disregarded in the
cluster model.

It is to be mentioned that some difference between
the calculated and experimental results is seen for the Ti
2p XAS: the second peak of the main structure is split
into two in the experiment, but only one peak is seen in
the calculation. This discrepancy is due to the approx-
imation that the local symmetry around Ti is treated
as Oh, but actually it is D2h. The lower symmetry cal-
culation reproduces this splitting correctly [38]. Now we
discuss the origin of the spectra indicated by the verti-
cal bars in Figure 12. The energy position of these bars
changes almost proportionally to the change of the inci-
dent photon energy, so that the emitted photon energy is
almost independent of the incident photon energy, simi-
larly to the so-called normal X-ray emission spectroscopy
(NXES) which is usually observed for the incident pho-
ton energy well above the XAS threshold. In the exper-
imental result in Figure 12, however, these spectra are
observed near the XAS threshold, so that we call them
“NXES-like spectra”. Idé and Kotani [45,46] calculated
RIXS with a one-dimensional d-p model (a simplified ver-
sion of the nominally 3d0 system) with multi-transition-
metal sites. They showed that NXES-like spectra are ab-
sent in the cluster with a single transition metal site, but
for larger clusters NXES-like spectra can occur near the
XAS threshold because of the existence of spatially ex-
tended XAS final states (RIXS intermediate states) due
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Fig. 12. Experimental results of (a) Ti 2p XAS and (b) 2p →
3d → 2p RIXS of TiO2. From Harada et al. [43].

to the effect of of multi-transition-metal sites. Therefore,
in order to reproduce the NXES-like spectra of TiO2, it
would be necessary to extend the cluster size to that larger
than the TiO6 cluster.

4.3 Sc compounds and Ce compounds

Sc halides, ScF3, ScCl3 and ScBr3, are d0 systems, and
the Sc 2p → 3d → 2p RIXS of these compounds were cal-
culated by Matsubara et al. [42,47] with the ScX6 (X =
F, Cl and Br) cluster model, similarly to the calculations
for TiO2. The results for ScCl3 are shown in Figure 13.
The main difference in the electronic states of Sc halides
and TiO2 is that the CT energy ∆ of Sc halides is much
larger than that of TiO2. As a result, the nonbonding ex-
citation energies in RIXS of Sc halides is very close to
the antibonding excitation energy; for instance in ScCl3,

RIXS

Fig. 13. Calculated results of (a) Sc 2p XAS and (b) Sc
2p → 3d → 2p RIXS of ScCl3 with ScCl6 cluster model. From
Matsubara et al. [47].

as seen from Figure 13, the nonbonding excitation ener-
gies are about 7.5 eV and 8.5 eV (for 3d1L states with
3d(t2g) and 3d(eg), respectively) and the antibonding ex-
citation energy is about 10.5 eV. The selection rule for
the polarized and depolarized geometries is the same as
that in TiO2, but the experimental measurements of RIXS
for Sc halides have so far been made only in the depolar-
ized geometry [47]. An interesting point found from the
theoretical calculation is that when the incident X-ray en-
ergy is tuned to the 2p1/23d1(eg) peak (shown by d in
Fig. 13a) of XAS the nonbonding 3d1(eg)L final state is
resonantly enhanced for ScF3, but for ScCl3 and ScBr3 the
nonbonding 3d1(t2g)L final state (shown with the arrow
in Fig. 13b) is resonantly enhanced. This anomaly in the
resonant enhancement was also confirmed by experimental
observations [47], and explained theoretically by that the
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3d state in the 2p1/23d1(eg) XAS peak is almost pure eg

state for ScF3, but it is a strong mixture between eg and
t2g states for ScCl3 and ScBr3 because of the stronger hy-
bridization effect, as well as the multiplet coupling effect.
In the experimental data for TiO2 shown in Figure 12b,
the nonbonding final state of RIXS is not split into two
peaks (t2g and eg states), so that it is not clear whether
the resonance behavior of the nonbonding final state is
similar to ScF3 or ScCl3.

For f0 systems, the drastic polarization dependence in
CeO2, where only the nonbonding final state is allowed
for the depolarized geometry, whereas the bonding, non-
bonding and antibonding final states are allowed for the
polarized geometry, was theoretically shown by Nakazawa
et al. [48], and confirmed experimentally by Watanabe
et al. [49]. Even for metallic mixed valence Ce compounds,
the selection rule is considered to be essentially the same.
This is because the calculations of X-ray spectroscopy in
metallic mixed valence Ce compounds are essentially the
same as those in insulating mixed valence Ce compounds
like CeO2 only if we replace the completely filled valence
band (O 2p band for CeO2) by the metallic conduction
band below the Fermi energy. For details see the paper
by Kotani et al. [50]. The effect of electron-hole pair ex-
citations across the Fermi level, which is characteristic of
metallic systems, gives only higher order corrections with
respective to the 1/Nf expansion, where Nf (= 14) is the
spin and orbital degeneracy of the 4f state. Nakazawa
et al. [51] discussed the higher order correction in the cal-
culation of RIXS spectra.

Dallera et al. [52] measured the polarization depen-
dence in the Ce 3d → 4f → 3d RIXS of intermetallic
Ce compounds, CeRh3, CePd3, Ce7Rh3 and CeAl2. They
observed large polarization dependence for the incident
polarizations parallel and perpendicular to the scatter-
ing plane, although the resolution is not very good and
the scattering angle is somewhat deviated from 90◦. They
found that the integrated intensity of the dichroism (dif-
ference in the signal for the two polarizations) depends
on the degree of hybridization between the 4f and con-
duction electron states, so that it can be a bulk-sensitive
probe of the weight of the 4f0 and 4f1 configurations in
the ground state. Dallera et al. [53] also measured the po-
larization dependence in the Ce 3d → 4f → 3d RIXS in
the α (20 K) and γ (300 K) phases of the solid solution of
Sc (7 at.%): Ce. Reflecting the change in the hybridization
strength in the α and γ phases, the polarization depen-
dence changes as expected. In their experimental results,
however, the linear dichroism is essentially zero in the α
phase, in disagreement with the theoretical expectation,
and this requires more detailed study in future.

The Ce 3d → 4f → 3d RIXS, as well as 4d → 4f → 4d
RIXS, of the heavy fermion compound CeB6 was mea-
sured by Magnuson et al. [54] in the depolarized geome-
try, and analyzed theoretically with SIAM. The observed
4 eV and 6 eV RIXS structures are interpreted as origi-
nating from the charge transfer excitation to the 4f2 fi-
nal state. Theoretical calculation predicted an additional
2.5 eV RIXS structure (4f0 final state), which was not ob-

served in their experiments but expected to be observed
in the polarized geometry, as an indication of the Kondo
singlet ground state.

5 Other transition metal compounds

Extending the study for the d0 systems, the polarization
dependence in 2p → 3d → 2p RIXS of transition metal
compounds are studied for dn systems with n = 1, 2 and
3 (TiF3, VF3 and Cr2O3) both theoretically and experi-
mentally by Matsubara et al. [55] From group theoretical
consideration, it is seen that the bonding and antibond-
ing final states are forbidden for Cr2O3 (with A2g ground
state) in the depolarized geometry (as in the case of d0

system), but they are allowed for TiF3 (with T2g ground
state) and VF3 (with T1g ground state) even in the depo-
larized geometry. Generally, with increasing the 3d elec-
tron number n, the spectral structure of RIXS becomes
more complicated because of the crystal field and multi-
plet coupling effect. On the other hand, the polarization
dependence of RIXS, as well as the strength of the anti-
bonding resonance, is shown to become weaker with in-
creasing n, due to the decreasing hybridization effect and
the increasing energy spread of the multiplet structures.
As a result, the polarization dependence in dn (n = 1, 2, 3)
systems is less drastic than that in d0 systems, even for
Cr2O3 with essentially the same selection rule as TiO2.

The V 2p → 3d → 2p RIXS of V compounds, V2O3,
VO2, NaV2O6 and V6O13, were measured by Schmitt
et al. [56–58] and some of the results were theoretically
analyzed by cluster model calculations and energy band
calculations of the density functional theory. For a Mott
insulator NaV2O6, for instance, a sharp RIXS peak at
about 1.7 eV and a broad RIXS peak around 6.5 eV are
observed and assigned to the d-d excitation and the CT ex-
citation, respectively [56,57]. In Figure 14 we show the ex-
perimental data of the V 2p XAS (upper panel) and the V
2p → 3d → 2p RIXS (dots in the lower panel) of NaV2O6

measured by Schmitt et al. [57] The theoretical results of
RIXS calculated with the cluster model is also shown with
the solid curves in the lower panel. More recently, very
similar RIXS spectra with a sharp peak at 1.6 eV and a
broad one around 7 eV have been observed for mixed va-
lence compound V6O13, and naturally assigned to the d-d
excitation and the CT excitation, respectively, quite con-
sistently with the cluster model calculations [58]. On the
other hand, very similar RIXS spectra were measured for
NaV2O6 by Zhang et al. [59], but the lower energy peak
(they denoted it as “–1.56 eV energy loss feature”) is inter-
preted in a different way. Zhang et al. calculated the RIXS
spectrum with a ladder model consisting of eight V atoms,
where only the V dxy orbital is taken into account with
on-site and inter-site correlations. They interpreted, based
on their calculation, that the relevant RIXS peak is due
to the excitation between the lower and upper Hubbard
bands. On the controversy of this issue, see the comment
by Duda et al. [60], that by van Veenendaal and Fedro [61],
and the reply by Zhang et al. [62].
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Fig. 14. Experimental data of the V 2p XAS (upper panel)
and the V 2p → 3d → 2p RIXS (dots in the lower panel) of
NaV2O6. The incident X-ray energies a to h are indicated in
the upper panel. The RIXS spectra calculated with the cluster
model are shown with the solid curves in the lower panel. From
Schmitt et al. [57].

Spin, charge and orbital orderings in perovskite-type
manganites are attracted much attention as effects of
strong electron correlation in solids. LaMnO3 is a Mott
insulator, where the occupied 3d(eg) states exhibit the or-
bital ordering below 780 K. Inami et al. [63] measured the
Mn 1s → 4p → 1s RIXS of orbitally ordered LaMnO3.
They observed three RIXS features at 2.5, 8 and 11 eV.
The two higher energy features are interpreted as the CT
excitations from O 2p bands to the Mn 3d and 4s/4p
bands, while the 2.5 eV peak is ascribed to an orbital
excitation across the Mott gap. In the ground state, the
occupied eg states of 3d3x2−r2 and 3d3y2−r2 orbitals are
alternatively ordered corresponding to the lower Hubbard
band states, so that the relevant orbital excitation occurs
from these occupied orbitals to the empty eg states of
3dy2−z2 and 3dz2−x2 orbitals to form the double occu-
pancy of eg states (upper Hubbard band) and a hole in the
lower Hubbard band. Theoretical calculations were also
made for this 2.5 eV peak, and the small momentum dis-
persion of this peak, as well as the characteristic azimuthal
angle dependence, was reproduced considerably well.

RIXS

(a)

(b)

Fig. 15. Experimental results of (a) Ni 2p XAS obtained by the
total electron yield (TEY) method and (b) Ni 2p → 3d → 2p
RIXS for NiO. From Ishii et al. [69].

For CoO, Magnuson et al. [64] measured the Co 2p →
3d → 2p RIXS spectra and performed the analysis of the
spectra with SIAM. They observed both d-d and CT exci-
tations, the latter of which occurs when the incident X-ray
energy resonates with the CT satellite of the Co 2p XAS in
a similar way to that in NiO mentioned in some detail in
the next paragraph. Magnuson et al. [65] also measured
the temperature dependence of the Co 2p → 3d → 2p
RIXS spectra of LaCoO3, which is expected to show a
temperature-induced transition of the spin magnetic mo-
ment. In this material the NXES-like spectra are mainly
observed, probably reflecting delocalized Co 3d states. The
measured spectra suggest a change in spin state of LaCoO3

as the temperature is raised from 85 to 300 K, while the
system remains in the same spin state as the tempera-
ture is further increased to 510 K. For CoO, the effect
of intra-atomic configuration interaction is investigated
both experimentally and theoretically for Co 2p → 3d
excitation and 3s → 2p radiative transition by Braicovich
et al. [66] Similar studies have also been made by Taguchi
et al. [67,68] for NiO, MnFe2O4 and CoFe2O4.

NiO is a prototype material of the charge-transfer in-
sulator. The Ni 2p → 3d → 2p RIXS was measured by
Ishii et al. [69] and Magnuson et al. [70] with almost the
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same result. The result by Ishii et al. is shown in Figure 15,
where (a) and (b) are the Ni 2p XAS and 2p → 3d → 2p
RIXS measured in the depolarized geometry, respectively.
The RIXS spectra with 1.1, 1.6 and 3.0 eV from the elas-
tic line position (indicated with the vertical bar) are due
to the d-d excitations, although not very well resolved,
while the peaks with almost constant emission energy
(shown with the dotted line) looks like NXES. Magnuson
et al. [70,71] made the calculations of these RIXS spec-
tra with SIAM, and succeeded in reproducing the NXES-
like spectra for incident energies 6 and 7, but those for
8–13 could not be reproduced. They interpreted that the
NXES-like spectra for 6 and 7 are due to the CT ex-
citation with the 3d9L configuration. On the other hand,
those for 8–13 should be of different origin; probably they
are the NXES spectra with the 3d8L configuration and an
additional electron in the s, p continuum band. The essen-
tial reason why the CT excitations 6 and 7 do not have
a constant Raman shift but behaves like NXES spectra
is that the intermediate state, the CT satellite of the Ni
2p XAS, has continuous excited states due to the finite
energy width of the O 2p valence band. This situation
is essentially the same as that where Tanaka et al. [72]
predicted theoretically in their old paper (in 1990) on the
resonant Ce 5p → 3d X-ray emission spectra of CeO2, and
Butorin [71] pointed out that this would be the mechanism
explaining the behavior of the CT excitation in NiO. More
recently Matsubara et al. [73] confirmed it by their care-
ful calculation with SIAM and by comparison with the
cluster model calculation. Matsubara et al. [73] showed
that the peaks for 6 and 7 are the RIXS spectra due to
the CT excitations whose excitation energies 5.8 eV and
8.5 eV correspond to the lowest and highest boundary of
the CT excitation continuum. They also calculated the
RIXS spectra of NiO by changing the charge transfer en-
ergy ∆ from 2.0 eV to 6.5 eV by the step of 0.5 eV, and
concluded that the most appropriate value of ∆ is 3.5 eV.
Very recently, Ghiringhelli et al. [74] have succeeded in
high resolution RIXS measurements for the d-d excita-
tions of the Ni 2p → 3d → 2p RIXS of NiO, and it is also
desirable to perform the high resolution measurements for
the CT excitations.

According to Kao et al. [75], the Ni 1s → 4p → 1s
RIXS of NiO also exhibits inelastic peaks close to the posi-
tions of the two CT excitations mentioned above. Recently
Shukla et al. [76] have measured the pressure dependence
of the Ni 1s → 4p → 1s RIXS of NiO with the incident en-
ergy tuned to the EQ pre-peak of Ni 1s XAS. At ambient
pressure, they observed two RIXS structures at 5.3 eV and
8.5 eV, corresponding to the CT excitations. With increas-
ing pressure up to 100 GPa, the RIXS intensity decreases
and the 5.3 and 8.5 eV structures are smeared out. This
is explained by that the width of the CT excitation band
increases with the pressure. Since RIXS is a photon-in and
photon-out process, it is a powerful tool in the study of
electronic states under high pressure [77]. For experimen-
tal measurements of the pressure-induced change of elec-
tronic structure, such as a high-spin and low-spin phase
transition, the 3p → 1s RIXS (sometimes denoted by Kβ

RIXS), as well as Kβ NXES, have been successfully used
for various transition metal compounds [78–81].

6 RIXS by electric quadrupole excitation
and related phenomena

In the 2p core excitation of rare earth systems, the 2p →
4f electric quadrupole (EQ) excitation is expected to be
located on the lower energy side of the strong 2p → 5d
electric dipole (ED) excitation, but by the conventional
XAS measurements it is almost invisible because of its
weak intensity and large spectral broadening due to the
short 2p core hole lifetime. The detection of the EQ exci-
tation was enabled by taking advantage of RIXS. Also the
RIXS is a powerful tool to detect other hidden structures
in XAS.

6.1 Background

A pioneering experiment to detect the EQ excitation was
done by Hämäläinen et al. [82], who measured the excita-
tion spectrum of RIXS (2p → 4f and 2p → 5d excitations
and 3d → 2p radiative decay) for Dy compounds with
very high spectral resolution. Namely, they measured the
change of the L3-M5 X-ray emission intensity by changing
the incident energy near the threshold of the Dy L3 XAS,
where the emitted X-ray energy is fixed at the fluorescence
(so called Lα1 XES) peak position corresponding to the
energy separation of the 3d5/2 and 2p3/2 core levels. They
could observe in the excitation spectrum some weak and
fine spectral structures in the pre-threshold region of the
Dy L3 edge, and assigned them as the EQ excitation sig-
nal. After the experiments, a theoretical analysis for this
excitation spectrum was made by Tanaka et al. [83] and
Carra et al. [84] They showed that the spectral width of
the excitation spectrum is drastically narrowed compared
with the conventional XAS, because the former is deter-
mined by the 3d core-hole lifetime broadening in the final
state of RIXS while the latter by the 2p one in the final
state of XAS. Since then, the structure of the EQ excita-
tion has been studied for various rare earth systems. As
an example, Bartolomé et al. [85,86] measured RIXS un-
der the 2p → 4f excitation and 3d → 2p radiative decay
for various rare earth systems, and found that the EQ ex-
citation of light rare earth systems is split into two peaks.
According to their results, the energy separation of the
two peaks is almost proportional to the atomic number.
Furthermore, they also measured the energy splitting of
the EQ excitation in ferromagnetic light rare earth sys-
tems by magnetic circular dichroism (MCD) of XAS, and
showed that the energy separation measured by RIXS co-
incides with that by MCD of XAS within the experimental
accuracy [85].

6.2 Excitation spectrum of RIXS

More recently new theoretical and experimental develop-
ments have been made on the result by Bartolomé et al.
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Fig. 16. Calculated energy separation (solid circles) for (a)
2p3/2-4f XAS and (b) the excitation spectrum of 3d5/2-2p3/2

RIXS under the 2p3/2-4f excitation. The experimental results
of the energy separation are shown with the open circles (from
Ref. [85]) and the open squares (from Ref. [87]). The dashed
lines are guides for the eye. From Nakazawa et al. [88].

Figures 16a and 16b display the energy separation of the
EQ excitation peaks in light rare earth elements (from La
to Eu) determined by XAS (and MCD-XAS) and RIXS,
respectively. The open circles are the results by Bartolomé
et al. [85] and the dotted lines are guides for the eye, which
indicate that the energy separation of two peaks is roughly
proportional to the atomic number. The open squares are
new experimental results by Journel et al. [87] for LaF3

and CeF3. It is clear that the energy separations given by
open squares are not proportional to the atomic number
and, furthermore, they are different in XAS and RIXS.
Theoretical calculations for these energy separations have
been performed by Nakazawa et al. [88] with an atomic
model including full multiplet coupling effects. An exam-
ple of calculated RIXS spectra is shown in Figure 17a for
the Nd 2p3/2 → 4f EQ excitation and 3d5/2 → 2p3/2 ED
transition in Nd3+ system, displayed as a contour map in
the two-dimension plane spanned by incident and emitted
photon energies. The RIXS spectrum is the vertical cross-
section of this contour map for a fixed incident photon
energy: an example of the RIXS spectrum is depicted in
(b) for an incident energy indicated by the vertical line
in (a). On the other hand, the excitation spectrum at the
fluorescence peak position is the horizontal cross-section of

Fig. 17. (a) is the calculated result of RIXS intensity due to
the Nd 2p3/2-4f electric quadrupole excitation and 3d-2p3/2

electric dipole transition in Nd3+ system, displayed as a con-
tour map in the two-dimension plane spanned by incident and
emitted photon energies. In the calculation, the full-multiplet
coupling effect is taken into account. (b) is the RIXS spectrum
where the incident photon energy is fixed at the vertical line
in (a), so that it corresponds to the cross section of the contour
map.

the contour map for the emitted photon energy at –169 eV
(which corresponds to ε3d5/2 − ε2p3/2 , but the origin of the
photon energy is shifted somewhat arbitrarily).

Here we show why the excitation spectrum of RIXS
corresponds to a less broadened version of XAS. Th most
essential assumption is that |j〉 and Ej can be written as

|j〉 = a3d5/2a
†
2p3/2

|i〉, (8)

Ej = ∆ε + Ei, (9)

where ∆ε is the difference between 3d5/2 and 2p3/2 core
levels: ∆ε = ε3d5/2 − ε2p3/2 . This assumption does not
necessarily mean that we confined ourselves entirely to
the one electron approximation but means that the X-ray
emission process occurs simply by the core electron tran-
sition between 3d5/2 and 2p3/2 states, leaving the other
electron states unchanged. We can take into account the
many body 4f -4f and 4f -3d interactions, but the 4f -3d
interaction (3d core hole effect) is assumed be the same as
the 4f -2p interaction (2p core hole effect).

Substituting equations (8) and (9) into equation (1)
and using

ω = ∆ε, (10)

we obtain, apart from an unimportant factor, the expres-
sion of the excitation spectrum

F (Ω, ∆ε) =
∑

i

|〈i|T λ1
1 |g〉|2

[(Ω − Ei + Eg)2 + Γ 2
i ][(Ω − Ei + Eg)2 + Γ 2

j ]
, (11)
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where Γi and Γj are the spectral broadenings by the 2p
(ΓL) and 3d (ΓM ) core holes. Since ΓL (∼ 2.1 eV) is much
larger than ΓM (∼0.7 eV), we obtain

F (Ω, ∆ε) ∼ IΓM (Ω), (12)

where IΓM (Ω) is the L3 XAS spectrum with the broaden-
ing ΓL replaced by ΓM :

IΓM (Ω) =
∑

i

|〈i|T λ1
1 |g〉|2 ΓM/π

((Ω − Ei + Eg)2 + Γ 2
M

. (13)

The most serious assumption in rare earth materials is
equations (8) and (9), so that the expression (13) holds
only approximately, as mentioned below.

The results of the energy separation calculated by
Nakazawa et al. [88] are shown by closed circles, and
found to reproduce well the experimental results by Jour-
nel et al., but not to reproduce those by Bartolomé et al.
The main points clarified are as follows [88]: (1) The en-
ergy separation in XAS is determined by the 4f -4f inter-
action. The 4f -4f exchange interaction causes the energy
separation (due to the up and down spin excitation) al-
most proportional to the atomic number, as mentioned by
Bartolomé et al. [85], but the 4f -4f multipole Coulomb
interaction also influences the energy separation, giving
rise to considerable modification from the proportionality
relation. (2) The energy separation in RIXS is determined
not only by the 4f -4f interaction but also by the 4f -3d in-
teraction in the final state of RIXS. The situation is very
clear in the case of La; since we have no 4f electron in
the ground state of La, the energy separation vanishes in
XAS because of no 4f -4f interaction, but we have a finite
energy separation in RIXS due to the 4f -3d interaction in
the final state.

6.3 Related topics

Precise experimental observations of RIXS spectra in the
pre-threshold region (including the EQ excitation) have
recently been made for the 1s electron excitation of tran-
sition metal compounds, Fe compounds, Mn compounds
and cuprates. Rueff et al. [89] measured the Fe 2p → 1s
RIXS (sometimes called Fe Kα RIXS) following the 1s →
3d EQ excitation (as well as the 1s → 4p ED excitation)
for a series of four model compounds (minerals) where
Fe of valence 2+ or 3+ occupies an octahedral (Oh) or
tetrahedral (Td) site. The common names of samples in
mineralogy are andradite, siderite and so on. The experi-
mental results of RIXS spectra in the pre-threshold region
are shown as a contour map in the two-dimensional space
spanned by Ω and Ω − ω. Then, by taking the intensity
profiles as a function of Ω with fixed values of Ω − ω (in-
stead of fixed values of ω) they determined the crystal field
level splitting in the 1s → 3d XAS spectra. For instance,
the t2g-eg splitting in andradite (the case of Fe3+ in Oh

symmetry) is estimated to be 1.6 eV. Another interest-
ing fact shown in this study is that the RIXS intensity in
the pre-threshold region is about a factor of 5 larger when

Fe occupies a Td site than an Oh site. This is reasonable,
since the Fe 1s-3d transition on the Oh site is only allowed
for the EQ transition but that on the Td site is allowed for
both EQ and ED transitions due to the lack of inversion
symmetry.

Hayashi et al. [90–92] have measured the Cu 2p → 1s
RIXS for CuO, CuCl2 and Nd2−xCexCuO4, and by an-
alyzing the data they obtained the lifetime-broadening-
suppressed (or lifetime-broadening-free) version of the Cu
1s XAS spectra at the pre-threshold and near-threshold
regions due to the Cu 1s → 3d EQ and 1s → 4p ED
transitions. Their method of analysis is somewhat differ-
ent from taking the excitation spectrum, but based on a
formula connecting the RIXS and XAS spectra, which was
first derived by Tulkki and Åberg [93] by one electron ap-
proximation. However, the essential approximation (not
necessarily limited to the one electron approximation) in
their analysis would be easier to understand by starting
from equation (1), instead of using the one electron for-
mula by Tulkki and Åberg [93]. By assuming equations (8)
and (9), but without using equation (10), equation (1) is
written, apart from an unimportant factor, as

F (Ω, ω) =
∑

i

|〈i|T λ1
1 |g〉|2

(Ω − Ei + Eg)2 + Γ 2
i

× 1
(Ω − ω − ∆ε − Ei + Eg)2 + Γ 2

j

=
∫

dx
I0(x)

[(x − Ω)2 + Γ 2
i ][(Ω − ω − ∆ε − x)2 + Γ 2

j ]
(14)

where I0(Ω) is the XAS spectrum in the limit of vanishing
spectral broadening (see Eq. (13)), and Γi and Γj are now
the spectral broadening due to the lifetime of the 1s and 2p
core holes. It is to be noted that in deriving equation (14)
the X-ray emission process from |i〉 to |j〉 is assumed to
be a one electron transition between core levels, leaving
all the other electronic states unchanged, but any other
many body effects can be included.

What Hayashi et al. did is to select a few values of
the incident energy Ω and to determine the functional
form of I0(Ω) so as to reproduce the experimental RIXS
spectra F (Ω, ω) through equation (14) for all sets of Ω.
The numerical calculations were made by trial and error
method, starting from an appropriate functional form of
I0(Ω). They obtained the spectrum I0(Ω) (or that broad-
ened by Γj) for various Cu compounds in the region of
1s → 3d EQ and 1s → 4p ED transitions. It is to be re-
marked that the obtained I0(Ω) is not necessarily a simple
one electron excitation spectrum but also includes many-
body structures, for instance the charge transfer struc-
tures induced by the attractive core hole potential acting
on the Cu 3d states. On the other hand, the validity of
the simple assumption of the one electron transition in
the X-ray emission process should be checked carefully.

Hayashi et al. [94,95] also measured the Mn 3p → 1s
RIXS (sometimes called Kβ RIXS) for Mn compounds,
MnO, Mn2O3, MnO2 and KMnO4, and analyzed the spin-
polarized ED and EQ excitation spectra by applying their
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method but extending I0(Ω) as spin-dependent functions.
It is also to be mentioned that the Mn Kβ RIXS spectra
for MnF2 and MnO by the Mn 1s → 3d EQ excitation
have been studied in detail by Taguchi et al. [96] and Shoji
et al. [97], respectively.

We now switch the topics to RIXS of rare earth sys-
tems. Hayashi et al. [98] measured the Dy 3d3/2,5/2 →
2p3/2 RIXS (sometimes called Dy Lα1 RIXS) spectra of
Dy metal, and tried to obtain the lifetime-broadening-
suppressed Dy L3 XAS in the EQ transition region by
applying their method of spectral analysis. In order to
take into account the multiplet coupling effect between
3d and 4f states in the final state of RIXS, they intro-
duced a “final state density function”. However, as shown
by Nakazawa et al. [88], it is difficult to separate multi-
plet coupling effects in the intermediate and final states
of RIXS. This is because the transition matrix element
〈j|T λ2

2 |i〉 of the X-ray emission process depends on both
|i〉 and |j〉, and hence the final state density function can-
not be factorized as they assumed. It should be examined
carefully whether the experimental contour map of RIXS
intensity (in the Ω and ω space) of the EQ transition re-
gion (something like Fig. 17) can be well reproduced by
their method of analysis. Also a more detailed study would
be needed to check whether the EQ transition signals in
XAS (as a function of Ω) and in RIXS (as a function of ω)
have some multiplet structures, instead of their results of
a simple single peak structure.

The RIXS technique is a powerful means to reveal
hidden structures in XAS spectra, not only the EQ sig-
nal but also some hidden ED signals. The Ce L3 XAS
spectra of tri-valence and mixed valence Ce compounds
exhibit single-peak (corresponding to the 4f1 final state)
and double-peak (4f0 and 4f1 final states) structures, re-
spectively, but the 4f2 contribution cannot be detected by
the conventional XAS measurements, because of its small
intensity and the large spectral width due to the lifetime
broadening of the 2p core hole. On the other hand, if one
measure the Ce 3d → 2p RIXS with the incident energy
tuned appropriately on the lower energy side of the main
Ce L3 XAS peak, it is possible to detect the signal of the
4f2 final state in the RIXS spectrum, where the spectral
width is reduced to the lifetime broadening of the 3d core
hole. Rueff et al. [99] measured the Ce 3d5/2 → 2p3/2

RIXS spectra for Ce-Th and Ce-Sc alloys which show the
γ-α transition at finite temperature (see also [53]). They
analyzed their data and derived the f1/f2 intensity ra-
tio in the Ce L3 XAS by changing the temperature. The
temperature variation of the f1/f2 intensity ratio shows a
sharp drop across the γ-α transition and hysteresis, which
closely resemble the magnetization loop. Rueff et al. claim
that these measurements confirm recent dynamical mean-
field calculations [100,101] that predict significant f2 oc-
cupancy in the ground state. This finding is very interest-
ing, but one should be careful in that the f1/f2 intensity
ratio observed experimentally is not in the ground state
quantity but in the intermediate state of RIXS (the final
state of XAS). It is not very clear at present what is the

relationship of the f1/f2 intensity ratios in the ground
and core excited states.

In addition to Ce compounds, Yb compounds often
behave as mixed valence materials or heavy Fermion sys-
tems. Here, the Yb 4f13 (Yb3+) and 4f14 (Yb2+) con-
figurations are mixed in the ground states, instead of the
Ce 4f0 (Ce4+) and 4f1 (Ce3+) configurations in Ce com-
pounds. Dallera et al. [102] observed the valence change
of YbInCu4 and YbAgCu4 as a function of temperature
by measuring the excitation spectra of the Yb Lα1 RIXS
(they call this “XAS in the partial fluorescence yield
mode”). The valence change in Yb compounds had been
measured by photoemission spectroscopy (PES), but since
the PES spectra are surface-sensitive, the interpretation of
the results was controversial. The experiments by Dallera
et al. detect the unambiguous bulk behavior of the Yb va-
lence change and solved the problem. It is shown that the
valence change in YbInCu4 occurs suddenly at a phase
transition temperature, while that in YbAgCu4 occurs
continuously in a consistent manner with the prediction of
SIAM (Kondo temperature of 70 K). Dallera et al. [103]
also measured the valence change of the mixed valence
compound YbAl2 under external pressure. They found
that the Yb valence number increases from 2.25 at am-
bient pressure to 2.9 at 385 Kbar. These measurements
demonstrate clearly that RIXS is a new powerful tool to
probe the bulk electronic configuration in strongly corre-
lated systems.

7 Magnetic circular dichroism in RIXS
of ferromagnetic systems

7.1 Longitudinal and transverse geometries
in MCD-RIXS

Let us consider the situation shown in Figure 18. The mag-
netization of a ferromagnetic thin-film sample is parallel
to the sample surface and the angle between the incident
X-ray (emitted X-ray) and the magnetization is θ1 (θ2).
The MCD in RIXS (denoted by MCD-RIXS) spectrum
is defined by the difference of RIXS spectra for incident
photons with − and + helicities, where the helicity of
the emitted photon is not detected (see also the paper by
Duda [104]).

Before giving some expressions of MCD-RIXS, we de-
compose the expression (1) of RIXS spectrum as follows:

F (Ω, ω) =






∑

j,i

∣∣∣∣∣
〈j|T λ2

2 |i〉〈i|T λ1
1 |g〉

Eg + Ω − Ei + iΓi

∣∣∣∣∣

2

+
∑

j,i,i′




〈j|T λ2

2 |i〉〈i|T λ1
1 |g〉

(
〈j|T λ2

2 |i′〉〈i′|T λ1
1 |g〉

)∗

(Eg + Ω − Ei + iΓi)(Eg + Ω − Ei′ − iΓi′)

+ c.c.









Γj/π

(Eg + Ω − Ej − ω)2 + Γ 2
j

, (15)
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Fig. 18. Geometrical alignment of MCD-RIXS.

where the first and the second terms in the curly bracket
of equation (15) are the diagonal and cross terms in the
expansion of | . . . |2 in equation (1). The diagonal term
represents the two-step process of RIXS, where the whole
process is described by two successive processes, X-ray
absorption and X-ray emission. On the other hand, the
cross term describes the RIXS process from the ground
state to the final state via different intermediate states
which interfere each other. Therefore, the cross term is
denoted by the interference term.

By the definition mentioned above, the spectrum of
MCD-RIXS ∆F (Ω, ω) is given by

∆F (Ω, ω) ≡
∑

λ2

{
[F (Ω, ω)](λ1=−) − [F (Ω, ω)](λ1=+)

}
.

(16)
With the atomic model, we can calculate analytically the
dependence of MCD-RIXS on θ1 and θ2. By assuming the
ED transition both for excitation and de-excitation pro-
cesses, we obtain, from the group theoretical considera-
tion, the analytic expression of MCD-RIXS in the follow-
ing form [105,106]:

∆F (Ω, ω) =
∑

f

{
−1

2
cos θ1

[
(1 + cos2 θ2)F1

+ 2 sin2 θ2F2

] − 1
4
(sin θ1 sin 2θ2)F3

}

× Γf/π

(Eg + Ω − Ef − ω)2 + Γ 2
f

, (17)

where F1, F2 and F3 are factors independent of θ1 and θ2.
The present calculation is valid not only in the atomic
model but also in more general models (for instance in
SIAM) with SO3 symmetry.

This result indicates a remarkable fact: In the curly
bracket of (17), the first and second terms, which are pro-
portional to cos θ1 and sin θ1, originate from the diago-
nal term and interference term contributions, respectively.
Therefore, when the incident X-ray direction is parallel to
the magnetization (denoted by the longitudinal geometry
(LG)), we have only the diagonal term contribution, while
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Fig. 19. Calculated results (solid curves) and the experimen-
tal ones (crosses) of XAS and MCD-XAS at the L3 edge of
CeFe2. The dashed curve represents the background contribu-
tion taken in the calculation. From Asakura et al. [111].

for the incident X-ray perpendicular to the magnetization
(denoted by the transverse geometry (TG)), we have only
the interference term contribution. For arbitrary value of
θ1 between 0◦ and 90◦, MCD-RIXS is given by a super-
position of the diagonal and interference terms, but it has
been checked that the diagonal term contribution is dom-
inant except for θ1 very close to 90◦. Another remarkable
fact is that in TG the θ2 dependence of MCD-RIXS is
given simply by sin 2θ2. On the other hand, the θ2 de-
pendence of MCD-RIXS in LG is much smaller. Similar
calculations can also be made for the case where the X-ray
excitation is due to the EQ transition and the X-ray de-
excitation due to the ED transition [109].

Here we have considered the simple geometrical align-
ment shown in Figure 18. For more general cases where
the directions of the incident and emitted X-rays are de-
scribed by (θ1,φ1) and (θ2, φ2), the angle dependence of
MCD-RIXS has been given by Ogasawara et al. [107] and
Ferriani et al. [108].

7.2 Application of MCD-RIXS in LG to detecting
Ce 4f2 contribution in mixed-valence ferromagnetic
compound CeFe2

In this section we give a theoretical prediction to ap-
ply MCD-RIXS in LG to detecting hidden structures in
MCD-XAS. As an example, we discuss the hidden 4f2

contribution in the Ce L3 MCD-XAS of mixed valence
ferromagnetic compound CeFe2.

The calculations of XAS, MCD-XAS, RIXS and MCD-
RIXS were made by Asakura et al. [110,111] In Figure 19,
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Fig. 20. Calculated results of the Ce L3-M5 RIXS (solid
curves) and MCD-RIXS (dashed curves) for CeFe2. The in-
cident X-ray energies are taken at the positions a-j shown in
Figure 19. From Asakura et al. [111].

we show the calculated results (solid curves) of the Ce L3

XAS and its MCD, compared with the experimental re-
sults (cross marks) by Giorgetti et al. [112] In order to
calculate the conduction band state of CeFe2, which con-
sists of the Ce 5d and Fe 3d states, they used the LCAO
method with the Ce35Fe76 cluster model. On the other
hand, in order to describe the mixed valence character of
the Ce 4f state they used SIAM. The dashed curve is the
background contribution assumed in this calculation, and
the spectral broadening Γm (mainly due to the 2p core
hole lifetime) is taken as 3.0 eV so as to reproduce the
spectral broadening of the experimental data. The agree-
ment between the calculated and experimental results is
good.

Both of the XAS and MCD-XAS spectra exhibit the
double-peak structure: the higher energy peak of XAS
(and MCD-XAS) corresponds mainly to the Ce 4f0 con-
figuration and the lower energy one to the Ce 4f1 and
4f2 configurations. The contributions from the Ce 4f1

and 4f2 configurations cannot be observed separately be-
cause the spectral broadening by Γm is very large and the
intensity of the 4f2 contribution is smaller than that of
the 4f1. It can be shown that RIXS (especially MCD-
RIXS in LD) is a powerful tool to detect the hidden 4f2

contribution. In Figure 20, we show the calculated Ce L3-
M5 (3d5/2 → 2p3/2) RIXS (solid curves) and its MCD-
RIXS (dashed curves) as a function of the emitted photon
energy whose origin is taken at the energy difference of
the Ce 3d5/2 and 2p3/2 core levels. The angles θ1 and θ2

are taken to be 0◦ and 54.7◦, respectively. The incident
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Fig. 21. Calculated results of excitation spectra of the Ce L3-
M5 RIXS (solid curve) and its MCD (dashed curve) for CeFe2.
From Asakura et al. [111].

photon energy is tuned at the positions a to j shown in
Figure 19, and the effect of the background contribution
in XAS is disregarded for simplicity. The spectral broad-
ening Γf is taken as 0.7 eV, which corresponds to the life-
time broadening of the Ce 3d core hole. In the region of
a to j, the RIXS (especially MCD-RIXS) spectra exhibit
a double peak structure, consisting of the Ce 4f2 (higher
energy peak) and 4f1 (lower energy one) contributions,
which can be separated due to the spectral broading Γf

smaller than Γm.
In order to get a less broadened version of the MCD-

XAS (XAS), we should take the excitation spectrum of
MCD-RIXS (RIXS). We show in Figure 21 the excitation
spectra of the L3-M5 RIXS and its MCD-RIXS with the
emitted photon energy fixed at the energy difference of the
Ce 3d5/2 and 2p3/2 core levels. Namely, the amplitudes of
the L3-M5 RIXS and its MCD-RIXS just along the dotted
line in Figure 20 are shown in Figure 21. Here we can see
clearly the 4f2 contribution (indicated by an arrow) espe-
cially in the excitation spectrum of MCD-RIXS (dashed
curve). It can be shown, furthermore, that if we reduce the
value of Γm in the calculation of Figure 19 from 3.0 eV to
0.7 eV the calculated results agree almost perfectly with
Figure 21. In Section 6.2, we have discussed that the exci-
tation spectrum of the rare earth L3-M5 RIXS is different
from the less broadened version of L3 XAS mainly be-
cause of the 4f -3d interaction in the final state of RIXS.
In CeFe2, however, the Ce 4f state is almost in the spin
singlet and orbital singlet state, so that the 4f -3d inter-
action can be disregarded.

We have shown theoretically that the technique of the
excitation spectrum of MCD-RIXS is very useful to ob-
serve fine structures of MCD-XAS beyond the lifetime
broadening of the L3 core hole. This technique is an exten-
sion of the technique of the excitation spectrum of RIXS
by Hämäläinen et al. [82] to MCD-RIXS. It is highly de-
sirable that the present theoretical prediction of observ-
ing the Ce 4f2 signal by the excitation spectrum of MCD-
RIXS will be confirmed by experimental observations, and
that the present technique will be used more generally in
order to get the high resolution MCD spectra.
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(a) (b)

Fig. 22. (a) Experimental and (b) theoretical results of the Gd L3-M4,5 MCD-RIXS for incident X-ray energies at the pre-edge
(7240 eV), resonance (7247 eV) and normal (7277 eV) excitations. The results TG and LG are shown with the solid and dashed
curves, respectively. From Fukui et al. [106].

7.3 Experimental and theoretical studies
of MCD-RIXS in TG

MCD-RIXS in TG was first observed experimentally by
Braicovich et al. [113] for 2p → 3d excitation and 3s → 2p
de-excitation in NiFe2O4 and Co metal (see also [68]).
They observed non-vanishing MCD-RIXS and explained
this as being an effect of the polarization of the core
hole [114]. They did not report the details of the spec-
tral analysis. After that, Fukui et al. [105,106] measured
non-vanishing MCD-RIXS for the Gd L3 excitation and
Gd 3d → 2p3/2 de-excitation (i.e., L3-M4,5 MCD-RIXS)
of Gd33Co67 amorphous alloy. They made a theoretical
analysis with an atomic model for Gd3+, and showed that
MCD-RIXS in TG is caused by the interference process
in the coherent second-order optical process, while that in
LG consists of two successive real processes, as mentioned
in Section 7.1.

The results of measured Gd L3-M4,5 MCD-RIXS spec-
tra are shown in Figure 22a, where the incident X-ray
energy is taken at three different values, 7240 eV (pre-
threshold region), 7247 eV (main peak resonance), and
7277 eV (high energy continuum for normal fluorescence),
and the MCD-RIXS spectra are shown with the solid
curves for TG and the dashed curves for LG. Here the
angle θ2 is fixed at 45◦. The strong MCD-RIXS in the
higher emitted X-ray energy corresponds to the contribu-
tion from the 3d5/2 state, while the weak one in the lower
energy to the contribution from the 3d3/2 state. The spec-
tral shape in TG is similar to that in LG for the 3d5/2

contribution, while the sign of TG is opposite to that of
LG for the 3d3/2 contribution. It is to be noted that the
scale of the MCD-RIXS intensity in Figure 22a is different
for TG and LG, and it is found that the amplitude of the
MCD-RIXS in TG is about one fifth of that in the LG.

The calculated results corresponding to the experimen-
tal data are shown in Figure 22b. The calculated and
experimental results are in good agreement with each
other both in the spectral shape and the spectral inten-
sity ratio in TG and LG. Furthermore, the θ2 depen-
dence of MCD-RIXS spectra in the transverse geometry
has also been measured with the incident X-ray energy at
7247 eV, and it is confirmed that the dependence is well
described by sin 2θ2 as given by the theoretical calcula-
tion. The result is shown in Figure 23, where A(•), B(+)
and C(◦) are intensities of an MCD-RIXS peak by the
3d3/2 → 2p3/2 transition, and of two MCD-RIXS peaks
by the 3d5/2 → 2p3/2 transition, respectively, and they
are displayed as a function of the angle θ2 (actually, as a
function of the scattering angle θ2+90◦). The theoretical
result is shown with the solid curves, and is found to be in
reasonable agreement with the experimental result. This
is the evidence that almost pure interference contribution
has been observed in MCD-RIXS experiments in TG.

Another interesting challenge of experimental observa-
tions will be to detect MCD-RIXS by EQ excitation. Re-
cently Nakamura et al. [115] succeeded in measuring the
MCD-RIXS of Sm-Co amorphous alloy by Sm L2,3-N4,5

EQ excitation and Sm M4,5-L2,3 ED radiative decay, but
the measurements were made for angles θ1 and θ2 fixed at
36.9◦ and –35.3◦, respectively, where the contribution of
LG is predominant.

More recently, Fukui and Kotani [109] have made the
calculation for more general values of θ1 and θ2, and pre-
dicted theoretically what is expected for MCD-RIXS for
EQ and ED excitations of the Sm system. Some examples
are shown in Figure 24, where the EQ and EQ+ED con-
tributions are shown with the dashed and solid curves,
respectively, and the incident X-ray energy is fixed at
the EQ excitation energy determined by the MCD-XAS
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Fig. 23. Experimental result of θ2 dependence of MCD-RIXS
in the transverse geometry for three different emitted photon
energies A (closed circle), B (cross) and C (open circle). The
solid curves are the calculated ones. From Fukui et al. [106].

spectrum, but the ED excitation also occurs at the same
time. The features Q1 and Q2 originate from the EQ ex-
citation. In Figure 24a, the value of θ1 is fixed at 135◦
and the value of θ2 is changed. For θ1 = 0◦ and 45◦, the
spectral shape is almost the same with only the change in
the amplitude, and this means that in this range of θ1 the
diagonal term contribution is dominant. For θ1 = 60◦, the
spectral shape changes slightly, and for θ1 = 75◦ it changes
considerably by the contribution of the interference term.
For θ1 = 90◦, the spectral shape changes drastically, where
the interference term gives the 100% contribution. It is in-
teresting to see that for the pure interference term the ED
contribution vanishes in the energy region of Q2, so that
for θ1 = 90◦ we can extract the pure EQ contributions Q1

and Q2 separately from the ED contribution.
In Figure 24b, we show the change of the MCD-RIXS

spectral shape with the change of θ2. The value of θ1 is
fixed at 85◦, because the spectral shape depends strongly
on θ2 only for θ1 close to 90◦, where the interference term
gives important contribution. The spectral shape of Q1

and Q2 changes in a complicated way with the change
of θ2, reflecting that the angle dependence of the inter-
ference term of the EQ contribution is very complicated.
Especially for θ2 = 90◦ in Figure 24b, Q1 does not exhibit
a peak but a dispersive spectral shape, and furthermore,
the spectral intensity in the Q2 region almost vanishes.

Experimental study on the angle dependence of
MCD-RIXS by the EQ excitation, including the case of
TG, and comparison with theoretical results will be desir-
able in future investigations.

Finally, we would like to discuss the sum rule of
MCD-RIXS, which is an important application of MCD-
RIXS in TG. Since the RIXS is the second order opti-
cal process, it is necessary, for the derivation of the sum
rule, to take approximately out the resonance denomi-
nator (Eg + Ω − Ei + iΓi in Eq. (1)) from the summa-
tion over i. This approximation is called “fast collision
approximation” [116], which implies that Γi (assumed to
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Fig. 24. Calculated results of (a) incident angle dependence
and (b) emitted angle dependence of MCD-RIXS for Sm3+

system. From Fukui and Kotani [109].

be independent of i) is much larger than the energy sep-
aration of different multiplet terms that interfere in the
RIXS process. Then the MCD-RIXS intensity integrated
over both Ω and ω (denoted by integrated MCD-RIXS) is
related with the multipole moments of physical quantities,
charge, angular momentum and so on, in the ground state.
Therefore, from the angular dependence of the integrated
MCD-RIXS, one can estimate the ground state multipole
moments.

First experimental observations of the integrated
MCD-RIXS in TG have recently been made by Braicovich
et al. [117] for Co 2p → 3d excitation and 3s → 2p de-
excitation of CoFe2O4. The angle between the incident
and emitted X-rays is fixed at a finite value, but the emit-
ted X-ray direction is changed with the incident direc-
tion as an axis of rotation. Here, both excitation and de-
excitation processes are due to the ED transition, and then
the integrated MCD-RIXS is related with the first order
(dipole) and third order (octupole) moments of ground
state quantities. The angular dependence of the integrated
MCD-RIXS is given, essentially the same manner as that
of the MCD in resonant photoemission [118], in terms
of ground state multipole moments. Braicovich et al. ob-
tained the ground state moments of Co 3d holes up to
fourth order by combining the measurements of MCD-
RIXS with the sum of + and − helicities in RIXS, and
linear and circular dichroism in XAS. The obtained mo-
ments are compared with those calculated with the atomic
model and the cluster model, and discussed the quenching
of these moments in solid state. Van der Laan et al. [119]
have made a similar analysis of ground state moments for
CoFe2O4 and NiFe2O4. The obtained dipole, quadrupole
and octupole moments of the 3d hole charge in Co and Ni
are compared with those calculated with atomic and clus-
ter models. The difference in the quenching of these mo-
ments for Co and Ni ferrites is recognized, and the trend
is rather consistent with the cluster model calculation.



24 The European Physical Journal B

It is to be noted that the above-mentioned approach
toward the sum rule of MCD-RIXS is still in the test case,
and further development is expected in future. The ap-
plicability of the fast collision approximation should be
examined more carefully in order to obtain the more quan-
titative and accurate results, but the consistency of the ob-
tained results with the cluster model calculation is encour-
aging. Furthermore, beyond the sum rule of MCD-RIXS,
the information on the electronic and magnetic proper-
ties of photo-excited states will be the topics expected in
future investigations of MCD-RIXS.

8 Concluding remarks

The development of the RIXS study for these 4–5 years
is remarkable due to the exploitation of high brilliance
synchrotron radiation sources. RIXS is one of the most
powerful tools available for the study of electronic states
in solids. In contrast to the photoemission spectroscopy
(PES), which has been widely used for the study of elec-
tronic states, RIXS has a clear advantage that it is a
bulk-sensitive and site-selective probe. Furthermore, the
information brought by RIXS is complementary to PES;
RIXS detects the charge-neutral excitation (electron-hole
pair excitation), while PES detects the charged excitation
(hole excitation). We should stress that RIXS is a photon-
in and photon-out process, so that this technique can be
performed in applied electric field or magnetic field or high
pressure, as well as it is equally applicable to metals and
insulators. Since RIXS is the coherent second order optical
process, the information brought by RIXS includes both
X-ray absorption process (information by XAS) and X-ray
emission process. Furthermore, RIXS can provide us the
information originating from the interference of the X-ray
absorption and X-ray emission processes, characteristic of
the coherent second order spectroscopy.

The core-level spectroscopies, XAS and XPS, accom-
pany intrinsic spectral broadening inherent in the lifetime
of the core hole, so that we have a limitation in the spectral
width even with extremely high instrumental resolution.
In contrast, the quality of RIXS can be improved unlim-
itedly by improving the instrumental resolution. We have
shown in Section 6 that the RIXS can detect hidden struc-
tures in the conventional XAS. Furthermore, the intrinsic
spectral broadening of elementary excitations detected, for
instance, by 1s → 4p → 1s or 2p → 3d → 2p RIXS of tran-
sition metal elements, becomes smaller and smaller with
decreasing the excitation energy. Therefore, the improve-
ment in the instrumental resolution is one of the most
important technical subject in the developments of RIXS
in the near future. For instance, the accuracy of the ob-
servation of the momentum dependence of charge transfer
excitations in cuprates strongly depends on the instrumen-
tal resolution. The measurements of the collective orbital
excitation (orbiton) in orbital ordered perovskite mangan-
ites, as well as the gap excitations in spin-density wave,
charge density wave and superconducting states in vari-
ous materials, would become possible in future. Moreover,
most of these gap excitations are expected to be sensitive

to the applied magnetic field and pressure, so that RIXS
should be the unique technique for these measurements.

The other interesting aspects in future developments of
RIXS would be the magnetic circular dichroism in RIXS
and the interference effect of the X-ray absorption and
X-ray emission processes in RIXS, as discussed in Sec-
tion 7. The signal of the MCD-RIXS is weaker than that
of the conventional RIXS, so that the precise measure-
ments of MCD-RIXS are not easy at present. For instance,
the measurements of excitation spectra of MCD-RIXS in
CeFe2 would be very difficult because of the weak inten-
sity. We have to wait for X-ray sources with higher bright-
ness. The study of MCD-RIXS in TG and its sum rule will
also be much developed, both experimentally and theoret-
ically, as a fertile field of RIXS in future.

The time resolved RIXS measurements would be a
promising subject in the future investigations; when the
incident X-ray is given by a short pulse, the time re-
sponse of the X-ray emission reflects the dynamics of
the electronic excitations. With the synchrotron radiation
sources, the observable time response is too slow to be
detected within the core-hole lifetime, but the advent of
X-ray Laser (free electron Laser) sources expected in fu-
ture will make the quick time response of RIXS measure-
ments possible.

Finally, a few words are given for the theoretical study
in RIXS. In the present paper, the theoretical calculations
are made mainly with SIAM or cluster model including a
single cation (transition metal ion), and only some cal-
culations are made with cluster models including several
number of cations. In order to calculate the momentum
dependence of elementary excitations in more details, the
model describing the effect of the translational symme-
try of atomic arrangement will be required. For strongly
correlated electron systems, the most reliable calculation
of RIXS is based on the direct diagonalization method
of Hamiltonian for finite systems, but a serious problem
is the limit in the system size for the direct diagonaliza-
tion method. Some appropriate approximation methods
to treat the correlation effect for RIXS in infinite systems
would be the important subject to be solved. Most cal-
culations for RIXS in d and f electron systems have so
far based on some model calculations such as SIAM and
cluster models, but the role of ab initio calculations will
become more and more important. Also, an appropriate
combination of ab initio and model calculations would be
a promising theoretical approach in future.
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Rev. Lett. 82, 1566 (1999)
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